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Current Projects

• CoSoD (Collaborative Song Dataset)


• pyAMPACT (Automatic Music Performance Analysis and Comparison Toolkit)


• Incorporating Domain Knowledge into Deep Learning Models


• Automatic Chord Estimation


• Bioacoustics


• Analysis of Speech and Singing from People Living with Communication 
Disorders



CoSoD (Collaborative Song Dataset)
• 331 multi-artist collaborations from the 2010–2019 Billboard “Hot 

100” year-end charts


• Currently Available Annotations


• Formal sections


• Artist information: Gender, Functional Role, Vocal Delivery


• Automatically Estimated Features: f0


• Annotated Mixing Features: Environment, Layering, Width


• Work-in-Progress Annotations


• Note segmentation (to facilitate analysis with 
pyAMPACT tools)

Harvard University Harvard University
Kate Mancey



pyAMPACT
• Reimplement of MATLAB-based Automatic Music Performance 

Analysis and Comparison Toolkit


•
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pyAMPACT

• pyAMPACT estimates a variety of performance parameters from 
the note-wise f0 and power estimates


• Pitch: perceived pitch, vibrato rate and depth, jitter,  
          f0 slope and curvature


• Loudness: Perceived loudness, shimmer


• Timbre: spectral centroid, slope, flatness, and flux,   


• Note-level timing information is available from the symbolic-audio 
alignment


• Note-level performance data can be exported to either Humdrum’s 
kern format or MEI
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pyAMPACT
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• pyAMPACT can also import score-event aligned harmonic annotations 
to Humdrum 


• This works for underspecified symbolic representations (e.g., 
transcriptions) as well as full scores

<when absolute="00:00:10:087" xml:id="when_1" data="#note_1"> 
 <extData> 
  <![CDATA[>{ 

"f0Vals":[414.45386767783316,414.84188220077607,417.11994859281083,418.7548
894291117,419.67427527499052,419.88269125537988,419.60159061638382,418.736
64891143341,418.47482327276629,417.11096933439654,414.69842540645334,414.4
2229415989641],      
"ppitch":419.67413863689859, 
"jitter":0.98992915209365406,    
"vibratoDepth":2.888632876544873, 
"vibratoRate":14.35546875, 
 
"pwrVals":[8.4166092817353366,9.144024591233709,8.6792749070702442,8.199224
6427389084,8.0572772724328168,7.8109609776142381,6.6733139350701407,3.6537
759157163019,-1.0602398380142597,-7.234214541488889,-11.225446182086552,-
13.86979480892343], 
 
 "avgPwr":7.8353, 
 "shimmer":6.8849733724901849,  
 
"specCent":[1546.7365173078974,1617.2715395815958,1605.075927156236,1561.64
22826719077,1476.8428858194552,1347.4266112312898,1197.3744170739965,1016.
1844455901972,951.902680390457,1081.3848524751631,1474.80499933333,1565.26
62805979317], 
 
"specCentMean":1370.1594532691213,  
 
"specSlope":[-1.7768428974010891E-5,-2.0888422076019609E-5,-
1.8742902905324632E-5,-1.6789512367472517E-5,-1.6328428456165875E-5,-
1.5571161782510315E-5,-1.2104484464312405E-5,-6.1197666655196631E-6,-
2.0677592030314972E-6,-4.8864724586351032E-7,-1.8508729333384716E-7,-
1.0118481168516414E-7], 
      
"meanSpecSlope":-1.0596315520437492E-5, " 
 
specFlux":[0,0.00058360562448413558,0.00063331141294428414,0.00054123248435
099974,0.00060385385544862514,0.00026279458772054704,0.000507182729804738
57,0.00045350237726444115,0.00020384363555109953,3.8636166577475942E-
5,1.8268535913745484E-6,1.3172339563094507E-7], 
   
"meanspecFlux":0.00031916012092777943, 
 
"specFlat":[2.0897882834210336E-16,1.583077320977022E-
16,1.5541642514550739E-16,1.6706134696425619E-16,1.6029429339859205E-
16,1.6438862448445516E-16,2.5946802361150878E-16,7.3519052062822085E-
16,4.4723439037415433E-15,7.0367629688161888E-14,5.4518991543244309E-
13,1.7515934200533991E-12], 
   
"meanspecFlat":1.9780270123936815E-13} 
]]> 

</extData> 
</when> 
 
 
 
 
<score> 

<section> 
<staff n="1"> 

<layer> 
<note 

xml:id="note_1" 
oct="4" 
accid.ges="s" 
pname="g"/> 

</layer> 
</staff> 

</section> 
</score> 
 



pyAMPACT

• pyAMPACT also facilitates multi-modal symbolic-audio analysis


• Symbolic data is imported via music21 


• Unlike music21’s tree representation, pyAMPACT represents 
symbolic data as a series of Pandas Dataframes that are more 
compatible with spectral representations of audio
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Symbolic Representation
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Automatic Chord Estimation
• Multi-label pitch-class formulation


• Metrics that capture the overlap between pitch-classes - 
particularly informative cases of root disagreement


• Loss functions that leverage the multi-class/multi-label structure


• Incorporating domain knowledge from pedagogical texts


• Art Music (Western Common Practice Tradition)


• Popular Music (Western Rock Music) University of Würzburg



Bioacoustics
• Goal is to analyze large volumes of soundscape data 

from autonomous recording networks installed in Arctic 
North Slope Alaska 


• Currently expanding supervised CNN-based model 
trained on the classes in the EDANSA to predict un/
under-labeled bird species


• Experimenting with utility of codified domain 
knowledge in this task (such as the descriptions of 
bird sounds in World in Birds)


• Evaluating the best way to model the domain 
knowledge with an LLM and provide this information 
to our existing supervised audio model

Meta



Speech/Singing Analysis

• SingWell - large-scale project assessing the benefit of 
group singing for people living with communications 
disorders (e.g., aphasia, Parkinson’s, stuttering)


• Starting to examine which acoustic features 
estimated from speech and singing can be used to 
predict 


• stress levels, measured by salivary cortisol levels


• quality of life ratings, provided by participants


